Formula Sheet for Quiz 3

STAT 011
Sample Statistics
For a sample of data
If {x1,29,...,2,} is a data set of n observational units, we have the following;:

Sample mean

Sample variance

Sample standard deviation

sd(z1,...,2n) =5 = Vs?

If we want to standardize the data set X, to create a new standardized data set Z = {21, 22,...,2,} we
preform
T fori—1
zi=———— fori=1,...,n.
"osd(wy, .., mp)] Y

Simple linear regression notation

The fitted /estimated regression model is §; = by + byx; where by =y — b7 and by = \/% 2
255 5a

Residual = e = y — § = observed value — predicted value

Standard error of the residuals: s, =

Sum of squares terms

5= @i— 22 sy =S W=D ey = > (@i — )i — )

i=1 i=1 i=1

Correlation coefficient




Probability

Five Laws of Probability
1) A probability is a number between 0 and 1.
0<Pr(A)<1, forAeS

2) The probability of the set of all possible outcomes of a trial is 1.
Pr(S)=1

3) The probability of an event not occuring is equal to 1 minus the probability the event does
occur.

Pr(A%) =1 — Pr(A)

4) For any events in the sample space of a random variable, say, A and B, we compute the
probability of event A or event B or both events A and B occurring with the formula:

Pr(A or B) = Pr(A) + Pr(B) — Pr(A and B)

5) If an event A is independent of another event B, then the probability that both events occur
is the product of the probabilities of the two individual events:

Pr(A and B) = Pr(A) x Pr(B).

Definition of conditional probability

Pr(A and B)

Pr(B|A) = =50

General multiplication rule

For any random events A and B (that need not be independent),

Pr(A and B) = Pr(A) x Pr(B | A).

Law of total probability
Pr(B) = Pr(B and A) + Pr(B and A%)

Random Variables
For a random variable X,
E(X)=) [zxPr(z)], Var(X)=> [(&—E(X))>x Pr(z)], stdev(X)=/Var(X).
zeS zeS

For two random variables, X and Y:

Cou(X,Y) = E[(X — E(X))- (Y = E(Y))], Cor(X,Y) = Vi::g’vii(w’




Linear transformations of a random Variable

Suppose a is some number between —oco and +o0o. The following are properties of expectation and variance
for linear transformations of a random variable X.

e E(aX)=0aE(X), FlatX)=axE(X)
e Var(aX)=a*Var(X), Var(a+X)=Var(X)

Linear transformations of two random variables

Suppose both X and Y are random variables that may or may not be related to one another. The following
are properties of expectation and variance for linear transformations involving both random variables.

e« E(X1tY)=EX)+tE®Y)
o Var(X+£Y)=Var(X)+Var(Y) £2Cov(X,Y)
o If X and Y are independent random variables, then Cov(X,Y) = 0.

Normal Random Variable
If X ~ N(u,0?) then Z = £ ~ N(0,1).

Binomial Random Variable

If X ~ Bin(n,p) then Pr(X = z) = nCx - p® - (1 — p)"~*, where nCx = -

zl(n—z)!"

Sampling Distributions

Under appropriate conditions, the sampling distribution for the sample proportion is

ﬁwN(, p(l—p)>_

The standard error for the sample proportion is SE(p) = 4/ @

Under appropriate conditions, the sampling distribution for the sample mean is

v (o)

The standard error for the sample mean is SE(Z) = ﬁ

Confidence Intervals

For a single proportion
b+ [z, x SE(D)]

where 2z} is the lower (or upper) (lg“)th quantile of a N (0, 1) distribution for confidence level a.

For a single mean

Tk [ty o1y X SE(T)]
where t* (n—1) 18 the lower (or upper) (E—“)th quantile of a t-distribution with n — 1 degrees of freedom, for
confidence level a.



For a difference in proportions
(P1 — P2) & [z, x SE(P1 — p2)]

where SE(p1 — p2) = \/ﬁl(l_ﬁl) + 2l=P2) 4pq z} is the lower (or upper) (?—a)th quantile of a N(0,1)

ni no
distribution for confidence level a.

For a difference in means
Independent samples
(i‘l — 3_32) + [t;(y) X SE(.fl — .fg)]

where SE(z1 — Z3) = 4/ % + Z—% and t} ) is the lower (or upper) (PT“)HL quantile of a t-distribution with v
degrees of freedom, for confidence level a. (These degrees of freedom will always be provided to you as they

are complicated to derive.)

Paired samples

d=£ [ty 1y X SE(d)]

where SE(d) = % and 7 ;) is the lower (or upper) (lga)th quantile of a t-distribution with n — 1 degrees

of freedom, for confidence level a.

Hypothesis Tests

For a single proportion

We can test Hy : p = po with the test statistic T.5. = %, where st.dev(p) = po(1=po)

st.dev n

For a single mean

We can test Hy : p = po with the test statistic 7.5. = ggé)

For a difference in proportions

We can test Hy : py — p2 = 0 with the test statistic T.S. = %.

For a difference in means

Independent samples

We can test Hy : 1 — o = Ao with the test statistic T.5. = %%@A)O.

Paired samples

We can test Hy : pg = Ag with the test statistic 7.5. = g;ﬁg.
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